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#### Abstract

Multiplication is one of the four elementary, mathematical operations on which are based many DSP applications. Since the multiplication dominates in many DSP operation, there is high demand for high speed multiplier. In this paper we try to implement multiplier in Residue Number System with multiple levels (Multi-Level Residue Number System - MLRNS) using FPGA. Since the moduli at each level have the simple form, conversions from weighted number system to MLRNS and vice-versa are simple and fast. Each high-to-low level conversion in MLRNS decreases dynamic ranges of operands and increases the level of parallelism. In other words, we can observe multiplication of large numbers as multiple parallel multiplications of smaller numbers in MLRNS.
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## 1 Introduction

Residue arithmetic is an ancient branch of mathematics, dated to the 3rd Century A.D. [1]. Addition and multiplication in Residue number systems (RNS) are carryfree operations and can be performed in parallel. A few decades ago, since these great advantages, RNS were investigated for use in the design of general purpose computers [2], and specialized RNS processors [3]. But, being a non-weighted number system, RNS suffers from complicated division and magnitude comparison. Moreover, conversion from weighted number system to RNS with arbitrary set of moduli and vice-versa is cumbersome.

Although these shortcomings prohibit its widespread use in general-purpose computer systems, because of the ability to perform high-speed concurrent arithmetic, the RNS has been proposed as a means to efficiently perform computations in digital signal processing (DSP) and other applications which require only multiplication and addition [4, 5, 6, 7]. Nowadays, RNS is becoming more and more popular for image processing in embedded systems, which have limited processing power that is constrained by power consumption [8, 9].

An RNS moduli base is a set $S=\left\{m_{1}, m_{2}, . ., m_{N}\right\}$ composed of positive coprime integers. We say that $m_{l}$,
$m_{k}$ are coprime when their only common divisor is one. An unique RNS representation for every integer $X$ belonging to the dynamic range $[0, M-1]$ defined by the product of all moduli $M=\prod_{i=1}^{n} m_{i}$, is given by RNS digits $X_{i}, i=1,2, \ldots, N$ :

$$
\begin{equation*}
X=\left(\langle X\rangle_{m_{1}},\langle X\rangle_{m_{2}}, \ldots,\langle X\rangle_{m_{N}}\right) \tag{1}
\end{equation*}
$$

where $\langle X\rangle_{m_{k}}$ denotes arithmetic moduo of $X$ by $m_{k}$
According to the Chinese Remaining Theorem (CRT) [1], conversion of RNS number representation to binary number system is given by:

$$
\begin{equation*}
X=\left\langle\sum_{i=1}^{N}\left\langle X_{i}\left\langle\hat{m}_{i}^{-1}\right\rangle_{m_{i}} \hat{m}_{i}\right\rangle_{m_{i}}\right\rangle_{M} \tag{2}
\end{equation*}
$$

where $\hat{m}_{i}=\frac{M}{m_{i}}, i=1,2, . ., N$ and $\hat{m}_{i}^{-1}$ denotes the multiplicative inverse of $\hat{m}_{i}$ modulo $m_{i}$.

Residue number systems with a lot of moduli are more efficient, because more moduli means smaller resulting dynamic range and greater level of parallelism. But, because of the constraint that moduli must be positive coprime integers, construction of moduli base is not a simple task. Because of simple conversion to and from RNS and arithmetic units, the triple moduli set $\left\{2^{n}-1,2^{n}\right.$, $\left.2^{n}+1\right\}$ have unprecedented importance in RNS. Main advantage of this set is simple and straight forward conversion, but main disadvantage lies in limited dymanic range. If large dynamic ranges are desirable, we must consider a RNS with more than three moduli set. Paper [10] presents a comparative study on different moduli set in RNS. We can divide all moduli sets in four groups, moduli sets with $3 n, 4 n, 5 n$ and $6 n$ dynamic range. Moduli sets with $3 n$ dynamic ranges can be divided into two groups, ones that uses $2^{n}+1$ channel and others that don't. Although RNS without $2^{n}+1$ channel perform faster, the reverse converters are more complicated compared to RNS with $2^{n}+1$ channel. For a faster multiplication and increase of dynamic range, RNS with four moduli set is introduced. The main disadvantages of this moduli set is complicated reverse conversion and usage of moduli is dependent with value of $n$. RNS with moduli with $5 n$ dynamic range is used to improve residue arithmetic, but it also suffers from complicated reverse conversion. To improve reverse conversion, moduli set with
$6 n$ dynamic range. As concerned residue arithmetic, they show acceptable delay.

This paper presents challenges of FPGA implementation of multiplier in Multi-Level Residue Number System (MLRNS). MLRNS uses the multiple binary-to-RNS conversions with several moduli sets in the same form $\left\{2^{n}-1,2^{n}, 2^{n}+1\right\}$, presented in [11]. This set is used to overcome limited range of three-moduli and at the same time to overcome complexity of RNS-to-Binary and Bina-ry-to-RNS conversion of four-, five- and six- moduli set.

## 2 Multi-level residue number system

Let $\left\langle X_{i} \cdot Y_{i}\right\rangle_{m_{i}}$ denotes modulo $m_{i}$ multiplication in RNS, where $X_{i}$ and $Y_{i}$ represents RNS operands. For these operations, if dynamic ranges of inner RNS operands are known, it is possible to calculate dynamic range of inner RNS results before modulo $m_{i}$ residue reduction, e.g. dynamic range of - operation results. Dynamic range of inner RNS operands is $\left[0, m_{i}-1\right]$. In three moduli RNS with $S=\left\{2^{n}-1,2^{n}, 2^{n}+1\right\}$ dynamic ranges of inner RNS operands are $\left[0,2^{n}-2\right],\left[0,2^{n}-1\right],\left[0,2^{n}\right]$ per moduli respectively. For that case, maximally dynamic ranges of inner RNS results, before modulo $m_{i}$ residue reduction, is $\left[0,2^{2 n}\right]$.

Let's define a RNS subsystem, $R N S^{(1)}$, with moduli set $S^{(1)}=\left\{2^{n^{(1)}}-1,2^{n^{(1)}}, 2^{n^{(1)}}+1\right\}$. New moduli should be as small as possible, and it must not interfere with inner operand product. To achieve second goal, new moduli must respect constraint:

$$
\begin{equation*}
M^{(1)}=\left(2^{n^{(1)}}-1\right)\left(2^{n^{(1)}}\right)\left(2^{n^{(1)}}+1\right)>2^{2 n} \tag{3}
\end{equation*}
$$

Following Eq. 4 we can make relation between $n^{(1)}$ and $n$ :

$$
\begin{equation*}
n^{(1)}=\left\lfloor\frac{2 n}{3}\right\rfloor+1 \tag{4}
\end{equation*}
$$

The moduli from the set $S^{(1)}$ are smaller than the moduli from the set $S$. This procedure can be repeated, defining the $R N S^{(2)}$ as the subsystem of $R N S^{(1)}$, and so on, until we reach moduli of desired size. These multiple $R N S^{(k)}-$ to $-R N S^{(k+1)}$, conversions lead to the Multi-Level Residue Number System (MLRNS). Because of the moduli set in each RNS subsystems are in the form $\left\{2^{n}-1,2^{n}, 2^{n}+1\right\}$, these $R N S^{(k)}-t o-R N S^{(k+1)}$ and vice versa conversions are as simple as binary-toRNS and RNS-to-binary conversions. By each such conversion, dynamic range of inner operands in RNS subsystems is decreased and level of parallelism is increased. For example, in MLRNS system with $K$ levels, multiplication of $X$ and $Y$ can be done with $3^{K}$ multiplication, that can be executed in parallel, where operands have lower dynamic range than $X$ and $Y$.

## 3 Proposed architecture

In this section we will go trough the architecture of MLRNS based multiplier. Proposed architecture is based on discussion presented in Section 2 with minor changes that
were done in order to make it more suitable for FPGA. We designed three level MLRNS based multiplication, which is consisted of several moduli sets in the same form $\left\{2^{n}-1,2^{n}, 2^{n}+1\right\}$. In three level MLRNS with moduli set in the form $\left\{2^{n}-1,2^{n}, 2^{n}+1\right\}$, multiplication is replaced with $3^{3}=27$ fully parallel multiplications. MLRNS based multiplication can be done with multiple multiplications performed in parallel where operands have lower dynamic ranges than initial operands before MLRNS conversion. Having this in mind we can say that MLRNS based multiplication is suitable for implementing on FPGA, which is popular platform for parallel processing. Figure 1. illustrates multiplication in MLRNS system. $X$ and $Y$ represents input operands and $Z$ represent output. First step in MLRNS based multiplication is Binary-to-MLRNS conversion of input operand. Result of Binary-to-MLRNS conversion are vectors ( $X_{1}, X_{2}, \ldots$ , $\left.X_{27}\right),\left(Y_{1}, Y_{2}, \ldots, Y_{27}\right)$ which are MLRNS representation of numbers $X$ and $Y$, respectively. Multiplier conducts, in our case, 27 parallel multiplication, where operands have lower dynamic range than $X$ and $Y$. Output of multiplier is vector $\left(Z_{1}, Z_{2}, \ldots, Z_{27}\right)$ where $Z_{i}=X_{i}$. $Y_{i}$. Resulting vector $\left(Z_{1}, Z_{2}, \ldots, Z_{27}\right)$ is MLRNS representation of product $Z=X \cdot Y$, so as final step we need to apply MLRNS-to-Binary conversion on vector $\left(Z_{1}, Z_{2}, \ldots, Z_{27}\right)$ to get product of $X$ and $Y$.

### 3.1 Binary-to-MLRNS conversion

Figure 2. a) illustrates Binary-to-MLRNS conversion, where $n^{(i)}$ determines $\left\{2^{n^{(i)}}-1,2^{n^{(i)}}, 2^{n^{(i)}}+1\right\}$, module set in $i$-th layer. To achieve that Binary-to-MLRNS doesn't have influence on multiplication, each MLRNS layer must respect condition given by Eq. 4. Architecture of Binary-to-MLRNS conversion is pretty simple, each output from one level of MLRNS conversion represents input for next level of MLRNS conversion. One level of MLRNS conversion, represents one or more Binary-toRNS conversion that can be process in parallel, so the problem of implementing Binary-to-MLRNS conversion is reduced to problem implementing Binary-to-RNS conversion on FPGA. Let's write binary integer in the form:

$$
\begin{equation*}
X=A+B 2^{n}+C 2^{2 n} \tag{5}
\end{equation*}
$$

With such notation, three moduli RNS representation of number $X$ is given by:
$X_{R N S}=\left(X_{1}, X_{2}, X_{3}\right)=\left(\langle X\rangle_{2^{n}-1},\langle X\rangle_{2^{n}},\langle X\rangle_{2^{n}+1}\right)$
where $X_{1}=\langle A+B+C\rangle_{2^{n}-1}, X_{2}=A$ and $X_{3}=\langle A-B+C\rangle_{2^{n}-1}$ Problem of determining $A, B$ and $C$ can be done very easily in VHDL, taking first, second and third $n^{(i)}$-bit parts of input operand X.

Let's observe $(i+1)$-th level of Binary-to-MLRNS conversion, with the appropriate RNS representation $\left(\left\langle X_{l}\right\rangle_{2^{n^{(i+1)}-1}},\left\langle X_{l}\right\rangle_{2^{n^{(i+1)}}},\left\langle X_{l}\right\rangle_{2^{n^{(i+1)}+1}}\right)$ of a number $X_{l}$ which represents output from $i$-th level. Using $2^{n^{(i+1)}}$ basis on $(i+1)$-th level we can represent number $X_{l}$ as $X_{l}=A+B 2^{n^{(i+1)}}+C 2^{2 n^{(i+1)}}$. Based on Eq. 4, we can conclude that $2^{2 n^{(i+1)}}>2^{n^{(i)}}$, and also, according


Figure 1: MLRNS based multiplier
to Section 2., we can say that maximal value for $X_{l}$ is $2^{n^{(i)}}$. Having these two observation in mind, we can say that C is equal to 0 in Eq. 6 for every level of Binary-to-MLRNS conversion. Due to previous discussion, in order to implement Binary-to-RNS conversion, we only need to design block that calculates $\langle A+B\rangle_{2^{n^{(i)}-1}}$ and $\langle A-B\rangle_{2^{n^{(i)}+1}}$.

$$
\langle A+B\rangle_{2^{n^{(i)}}-1}= \begin{cases}\langle(A+B-1)\rangle_{2^{n^{(i)}}} & \text { if }(A+B) \geq 2^{n^{(i)}}  \tag{7}\\ (A+B), & \text { otherwise }\end{cases}
$$

Implentation of Eq. 7 consists of adder, comparator and incrementer. Although this implementation is pretty simple, the main problem is conditional branching, which can cause very big delay. To overcome this problem we use Kogge-Stone parrallel prefix adder structure [12]. Parallel prefix adder is type of adder where carry bits are generated using parallel-prefix carry-computation unit. To use parallel-prefix adder as modulo adder we connect output carry bit with its input carry bit. Resulting structure is more known as EAC (End Around Carry) parallel prefix adder. Only disadvantage of this approach is double representation of zero, so we always have in mind that $2^{n^{(i)}-1}$, is equal to 0 .

Following Eq. 5 finding residue of $X$ by module $2^{n^{(i)}}+1$ can be expressed as $\langle A-B\rangle_{2^{n(i)}+1}$. This expression can be written as follows:

$$
\langle A+B\rangle_{2^{n^{(i)}}+1}= \begin{cases}(A+B-1)-2^{n^{(i)}} & \text { if }(A+B-1)>2^{n^{(i)}}  \tag{8}\\ (A+B-1), & \text { otherwise }\end{cases}
$$

Looking at Eq. 8 we can see that for residue generation we need to implent addition and subtraction with conditional branching. This method is time consuming and it's inefficient when $A$ and $B$ have great dynamic ranges. To overcome these disadvantages we use residue generators described in [13]. Proposed generator consist of full adders and Augmented Diminished- 1 adder. In the diminished- 1 representation, $X$ is represented by $x_{z} X^{*}$ where $x_{z}$ is single bit, known as zero indication bit and $X^{*}$ is $n^{(i)}$-bit vector known as number part. If $X>$ 0 the $X^{*}=A-1$ and $a_{z}=0$, whereas if $X=0$ then $X^{*}=0$ and $x_{z}=1$. Working with diminished1 notation eases and simplifies finding residue by mod-
ule $2^{n^{(i)}}+1$, than normal weighted representation. At first level of residue generation we translate the $A$ and $B$ into theirs diminished-1 forms $A^{*}$ and $B^{*}$. Diminished1 form $A^{*}$ and $B^{*}$ serve as input operand for augmented Diminished-1 adder which consist of parallel prefix IEAC (Inverted End Around Carry) adder and AND logical circuit with multiple inputs. Logical AND circuit detects when the residue is equal to $2^{n(i)}$, while in other cases the output is equal to 0 . Resulting residue is made by concatenation between output of AND logical circuit and the output of of parallel prefix IEAC adder.

Proposed implementation of Binary-to-MLRNS consist of combinatorial logic, and doesn't need external synchronization. For this approach we used structural design, where building blocks represent Binary-to-RNS conversion. In this conversion we achieve local and global parallelism. Local parallelism consist of parallel residue generation by moduli set $\left\{2^{n}-1,2^{n}, 2^{n}+1\right\}$ inside RNS-to-Binary conversion. Global parallelism is achieved by parallel execution of Binary-to-RNS conversion inside one layer, e.g. in our case we can achieve 9 parallel Binary-to-RNS conversion at third level of MLRNS.

### 3.2 MLRNS-to-Binary conversion

Figure 2 b) illustrates MLRNS-to-Binary conversion, where $n^{(i)}$ determines $\left\{2^{n^{(i)}}-1,2^{n^{(i)}}, 2^{n^{(i)}}+1\right\}$ module set, in $i$-th layer. Function of this block is transformation of vector $\left(Z_{1}, Z_{2}, \ldots, Z_{27}\right)$ into its appropriate binary representation $Z$. As we stated before we designed three level MLRNS based multiplication, so our conversion block consist of three step RNS-to-Binary conversion. Architecture of MLRNS-to-Binary conversion is pretty similar to architecture of Binary-to-MLRNS conversion although they have inverse functions. Outputs from $i$-th layer represents RNS representation for moduli set $\left\{2^{n^{(i+1)}}-1,2^{n^{(i+1)}}, 2^{n^{(i+1)}}+1\right\}$ in $(i+1)$ layer. Based on described architecture, we only need to implement block that converts RNS-to-Binary which is main building block of proposed MLRNS-to-Binary conversion block.

Let's examine dynamic range of output numbers in $(i+1)$-th layer. These numbers belong to dynamic range $\left[0, M^{(i)}-1\right]$ where $M^{(i)}=2^{n^{(i)}}\left(2^{n^{(i)}}+1\right)\left(2^{n^{(i)}}-1\right)$,


Figure 2: Block sheme: a) Bin-to-MLRNS conversion b) MLRNS-to-bin conversion c) Modified RNS-to-Binary conversion
which is approximately equal to $2^{3 n^{(i)}}$. Analyzing dynamic range of output number from $(i+1)$-th layer and having in mind Eq. 4, we can conclude that output of $(i+1)$-th layer has greater dynamic range than input of $i$-th layer. Because of this it's necessary to find residue by moduo $\left\{2^{n^{(i)}}-1,2^{n^{(i)}}, 2^{n^{(i)}}+1\right\}$, before applying RNS-to-Binary conversion. Modification of RNS-to-Binary is illustrated on Figure 2 c ).

The traditional implementation of RNS-to-Binary conversion is based on inverse CRT (Chinese Remainder Theorem conversion based on Eq. 2 and multiplicative inverses that can be expresed as $\hat{m}_{1}=2^{n}\left(2^{n}+1\right) \hat{m}_{1}^{-1}=$ $2^{n-1}, \quad \hat{m}_{2}=2^{2 n}-1 \hat{m}_{2}^{-1}=2^{n}-1$ and $\hat{m}_{3}=$ $2^{n}\left(2^{n}-1\right) \hat{m}_{3}^{-1}=2^{n-1}+1$. Analyzing Eq. 2 and the forms of multiplicative inverses, for implementing inverse CRT we need to perform multiple modulo additions, modulo subtractions, and bit shifting. This kind of implementation requires many operators with long latencies and heavy resource cost. To avoid these problems we implemented RNS-to-Binary conversion described in [14]. In [14] is presented highly efficient and general purpose RNS-to-Binary converter which is implemented us-
ing bitwise arithmetic. General idea of this work is based on following properties:

$$
\begin{gather*}
\langle-v\rangle_{2^{n-1}}=\overline{v_{n-1} v_{n-2} \ldots v_{1} v_{0}} \\
\left\langle 2^{p} v\right\rangle_{2^{n-1}}=v_{n-p-1} v_{n-p-2} \ldots v_{1} v_{0} v_{n-1} v_{n-2} \ldots v_{n-p} \\
\left\langle 2^{p} v\right\rangle_{2^{n}-1}=v_{n-p-1} v_{n-p-2} \ldots v_{1} v_{0} v_{n-1} v_{n-2} \ldots v_{n-p}  \tag{10}\\
\left\langle 2^{n+1} v\right\rangle_{2^{n}-1}=v_{n-1} v_{n-2} \ldots v_{1} v_{0} v_{n-1} v_{n-2} \ldots v_{1} v_{0} \tag{11}
\end{gather*}
$$

where $v$ represents number with its binary representation $v_{n-p-1} v_{n-p-2} \ldots v_{1} v_{0}$. Based on properties expressed by Eq. 9. - 12., $X$ can be calculated from its RNS represantation $\left(X_{1}, X_{2}, X_{3}\right)$ as follows:

$$
\begin{equation*}
X=\left\langle v_{1}+v_{21}+v_{22}+v_{3}\right\rangle_{2^{2 n}-1}+X_{2} \tag{13}
\end{equation*}
$$

where $v_{1}, v_{21}, v_{22}$, and $v_{3}$ are calculated as follow:

$$
\begin{align*}
v_{1} & =\left\langle-2^{n} X_{2}\right\rangle_{2^{2 n}-1}  \tag{14}\\
v_{21} & =\left\langle 2^{n-1} X_{1}\right\rangle_{2^{2 n}-1}  \tag{15}\\
v_{22} & =\left\langle-2^{2 n-1} X_{1}\right\rangle_{2^{2 n}-1} \tag{16}
\end{align*}
$$

$$
\begin{equation*}
v_{3}=\left\langle 2^{n-1}\left(2^{n}+1\right) X_{1}\right\rangle_{2^{2 n}-1} \tag{17}
\end{equation*}
$$

Having in mind equations expressed by Eq.13-17, RNS-to-Binary conversion can be design with 2 complement operation, 4-left shift operations and 1 concatenation operation.

Proposed architecture is entirely based on combinatorial logic, and doesn't need external synchronization. For this approach we used structural design, where building blocks represent RNS-to-binary conversion. These blocks are depicted in Figure 2 c), and are connected as depicted in Figure 2 b). Like in Binary-to-MLRNS, we achieve a great level of parallelism using simultaneous RNS-to-Binary conversion inside one layer.

## 4 Experimental results

In this section we will first shortly describe used test prototype and then will briefly explain its building parts. In order to evaluate our implementation we will investigate hardware utilization and delay. It is of great importance to evaluate hardware utilization in order to observe overall scalability of proposed approach. On the other hand goal of MLRNS approach is speeding up the arithmetic operations, so it's of the crucial importance to observe the delay.

Our test prototype is the Digilent Atlys Spartan-6 Trainer board equipped with Spartan 6 XC6SLX45 FPGA chip. This board contains 128 MB DDR2 and 16 MB ROM. Spartan 6 XC6SLX45 FPGA chip contains 43,661 Logic, 6,822 CLB (Complex Logic Blocks) slices, 54,576 FF's, 18 Kb RAM, and with 58 DSP slices. LUT represents a flexible resource capable of implementing logic functions to six inputs, small ROM, small RAM and shift registers. Unlike LUTs which function can be programmed by user, DSP slices are specially designed for fast multiplication and addition. These unit can compute functions that are in form $P=(A+D) * B, P=P^{\prime}+C$ and many similar functions. It is also capable of SIMD processing, implementing 2 or 4 shorter addition/subtraction/ accumulation operations of 24 or 12 bits, respectively.

Table 1: Analysis of resource usage and delay of MLRNS based multiplier

| $\mathbf{n}$ | Resource usage |  | Delay[ns] |  |
| :---: | :---: | :---: | :---: | :---: |
|  | LUTs | DSP slices | Logic | Propagation |
| 32 | 4264 | 9 | 37.399 | 143.112 |
| 64 | 8708 | 27 | 50.631 | 187.084 |
| 128 | 28074 | 32 | 62.233 | 243.441 |

Table 1. shows hardware resource utilization and delay of MLRNS multiplier in dependence of dynamic range of product $X \cdot Y$. Both input operands $X$ and $Y$ are represented with $n$ bits. For hardware resources we analyzed number of used LUTs and DSP slices. LUTs are used for building combinatorial logic for implementing MLRNS forward and reverse conversion. In this work we tried to emphasize on MLRNS so we used DSP slices for mul-
tiplication of appropriate MLRNS representation $X$ and $Y$.

Looking at the hardware utilization of MLRNS multiplier we conclude that system is very demanding. Efficiency of hardware utilization is decreased due to used board which was available at the time. The Atlys board is mainly used for introducing FPGA technologies for students. Furthermore we didn't used any optimization in order to contribute scalability of our system.

The most interesting part is delay. We differ delay that is caused by logic and delay that is caused by signal propagation between building FPGA elemensts in forward and reverse conversion. Analyzing the delay in Table 1 . we can conclude that about $80 \%$ of delay is caused by signal propagation, while $20 \%$ of delay is caused by used logic. From aspect of maximal speed we succeeded in creating high speed logic for fast multiplying, although we have problems with signal propagation. This situation is natural consequence of FPGA design which consists of CLBs which are interconnect by connection matrix. Our design, in general, will be spread on multiple CLBs so the communications between CLBs causes delay. This is sign to map our implementation into ASIC structures.

## 5 Conclusion

In this paper we present a FPGA implementation of multiplier in Multilevel Residue Number System. Because of constraint that moduli in the standard RNS must be positive coprime integers, construction of more efficient RNS with lot of moduli is not a simple task. RNS with lot of moduli has larger dynamic range, but suffers from complex and slow realizations of both to and from RNS conversions. For MLRNS based multiplier implementation we use RNS with $\left\{2^{n}-1,2^{n}, 2^{n}+1\right\}$ moduli set as base for constructing MLRNS. To increase level of parallelism and decrease dynamic range of operands we only need to add new level to MLRNS. The number of levels in MLRNS and sets of moduli should be designed in accordance to the dynamic range of product factors.

Based on FPGA, we developed an multiplier based on Three-Level MLRNS. Although experimental results show high usage of hardware resources and relative big delay, proposed approach has great potential to become efficient solution for design high speed multipliers. This presumption is based on fact that in MLRNS common multiplication is done as several multiplication executed in parallel with operands that have lower dynamic range than inital product factors. This feature of MLRNS will be visible when we deal with large numbers multiplication. This potential is also confirmed by logic delay of implemented multiplier.

Future improvements would contribute to hardware scalability and faster multiplication allowing multiplier to use all key-advantages of MLRNS. In future work we will explore further optimization of proposed multiplier and try to map it into ASIC structures.
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