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Abstract

This paper proposes a method for automatically extract-
ing competencies and skills from syllabi of job advertise-
ments and higher education institutions. The proposed
approach leverages sentence transformers to bridge the
gap between the natural language used in syllabi and the
formal descriptions found in the ESCO (European Skills,
Competences, Qualifications and Occupations) ontology.
We utilise the pre-trained sentence transformer (SBERT)
for generating sentence embeddings and employ cosine
similarity for identifying skills within syllabi that closely
align with the ESCO framework. We outline the method-
ology, discuss the potential challenges, and explore the
benefits of utilising this approach for educational institu-
tions and students.

1 Introduction

The landscape of higher education is constantly evolving,
with a growing emphasis on equipping students with the
necessary skills to succeed in the dynamic job market.
At the same time, enforced by the rapid technological
advancements and dynamic economic shifts, the compe-
tencies required by employers are continually evolving.
Academic syllabi play a crucial role in this context, out-
lining the learning objectives and expected outcomes of
a particular course. Thus, there is a pressing need for
methodologies that can systematically identify and bridge
the gap between the skills taught in academic syllabi and
those sought by industry. However, manually identify-
ing the specific competencies and skills targeted within
a syllabus can be a time-consuming and laborious task.
This paper proposes a novel approach for automatically
extracting skills from job advertisements and syllabi of
higher education institutions.

Our proposed method utilises the power of Natural
Language Processing (NLP) techniques, specifically Sen-
tence Transformers (SBERT) (Reimers and Gurevych,
2019), to bridge the gap between the natural language
used in syllabi and the formal descriptions found in stan-
dardised skill ontologies. By embedding academic syl-
labi into a high-dimensional latent space, we can effec-
tively utilise them to identify the most relevant competen-
cies for the labour market. The flowchart of the method-
ology is given in Figure 1.
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The results of our methodology can be used by edu-
cational institutions to refine their curricula, ensuring that
they remain responsive to the evolving demands of the la-
bor market. This approach allows for a data-driven anal-
ysis of the alignment between educational content and
labor market requirements. The alignment of academic
offerings with industry needs is crucial for enhancing the
employability of graduates and ensuring that educational
institutions produce a workforce that meets the current
demands of the labor market. Moreover, this approach is
versatile and can be applied across various fields, making
it a valuable tool for continuous improvement in higher
education.

In the following sections, we detail our data collection
process for the experiments, describe the SBERT-based
methodology for competence extraction, and present ex-
amples from our dataset to illustrate the practical appli-
cations of this approach. By leveraging machine learn-
ing techniques, this paper contributes to the ongoing ef-
forts to enhance the relevance and impact of academic
programs in preparing students for successful careers.

2 Related Work

The relationship between educational attainment, mis-
matched education levels (both over- and under-
education), and the field of education in the context of
job search and employment quality has been extensively
studied in the literature (Bauer, 2002; Hartog, 2000).
While these concepts are not new, previous studies have
predominantly relied on qualitative data or registry-based
datasets, which often lack granularity or are limited to
broad categories such as years of education, fields of
study, or specific segments of educational programs.

Prior studies, such as those by (Mardis et al., 2018)
and (Alanazi and Benlaria, 2023), have highlighted the
challenges and opportunities in aligning academic pro-
grams with the evolving demands of the labor market.
The methodologies employed in these studies range from
qualitative analyses to survey-based approaches (Anas-
tasiu et al., 2017; Terblanche, 2011). More recent ap-
proaches have begun to explore employers’ needs us-
ing data mining techniques, including textual analy-
sis (Maer Matei and Aldea, 2019).

The use of advanced language models for competence
analysis has become increasingly common in recent re-
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Figure 1: Flowchart of the methodology for competency extraction from academic curricula

search. (Debortoli et al., 2014) applied latent semantic
analysis to develop a competency taxonomy for big data
and business intelligence, which assists individuals, or-
ganizations, and academic institutions in evaluating and
enhancing their skills. Additionally, (Schedlbauer et al.,
2021) employed text mining of job advertisements to cat-
egorise the expected skills for standardised medical in-
formatics, which serves as a foundation for identifying
educational goals.

The rapid advancements in statistical techniques, par-
ticularly those involving artificial intelligence and large
language models, have opened new avenues for re-
search (Andonovikj et al., 2024). For example, (Foll and
Thiesse, 2021) used text mining to analyse the content
of informatics curricula in Germany. Other researchers,
such as (Bommarito et al., 2018), have demonstrated the
effectiveness of language models in extracting detailed
information from academic datasets. This methodology
aligns closely with our approach, where we utilise a
language model to extract competencies from academic
study plans.

The integration of language models, such as SBERT,
with the comparative analysis provided by the European
standard classification of occupations (ESCO) framework
contributes significantly to ongoing research on decision
support in academic planning and the dynamic interplay
between academia and industry.

3 Methodology

The methodology involves a systematic approach to ex-
tracting competencies from job advertisements and aca-
demic syllabi. This approach leverages advanced NLP
techniques to facilitate a thorough analysis of the align-
ment between educational offerings and industry needs.
The overall framework is designed to be robust, scalable,
and adaptable to various fields of study. It can be divided
into three key components:

* data collection and preprocessing;
* text encoding using SBERT;

* extracting competencies from the ESCO ontology.
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Data collection and preprocessing In the data collec-
tion phase, job advertisements are usually sourced from
online job portals, providing a rich dataset of the skills
and competencies currently in demand by employers. Job
advertisements are selected based on ISCO classifications
to ensure relevance to specific areas, such as aligning with
the academic syllabi we aim to analyze. For example, for
Business and Economics curricula, we choose job adverts
under relevant ISCO codes. This ensures that the compe-
tencies in the job adverts are directly comparable to those
in the academic syllabi, facilitating focused analysis of
alignment with labor market needs. Concurrently, aca-
demic syllabi are gathered from educational institutions,
representing a wide array of courses. These syllabi de-
tail the competencies that students are expected to acquire
through their coursework.

After the data is collected, it undergoes a preprocess-
ing stage. This involves normalising the text data to en-
sure consistency across different sources. Text normali-
sation includes converting all text to lowercase, remov-
ing non-ASCII characters, and eliminating unnecessary
whitespace and newline characters. This step is crucial
for standardising the textual data, making it suitable for
further analysis.

Text encoding using SBERT Our methodology cen-
ters on using SBERT to encode text from job advertise-
ments and academic syllabi into 512-dimensional embed-
dings, which accurately capture the essence of competen-
cies. SBERT handles entire texts as single inputs, gener-
ating unified embeddings that represent competencies in
a high-dimensional space. We parsed the ESCO ontol-
ogy to extract and encode both competency labels and
descriptions, enabling detailed semantic analysis.

Extracting competencies from the ESCO ontology
The ESCO (European Skills, Competences, Qualifica-
tions, and Occupations) (Commission et al., 2017) ontol-
ogy provides a standardised framework for categorising
and describing skills, competences, qualifications, and
occupations within the European Union. It serves as a
bridge between the labor market and education systems



by offering a common language that facilitates the align-
ment of educational outcomes with industry needs. In our
methodology, ESCO plays a crucial role by providing a
structured reference for mapping extracted competencies
from job advertisements and academic syllabi, enabling
precise and meaningful comparisons that enhance the rel-
evance and applicability of our analysis.

In the second step of the competence extraction we
use cosine similarity to find the 10 most relevant compe-
tencies from the ESCO ontology. This metric measures
the similarity between two vectors by calculating the co-
sine of the angle between them. The expression for the
cosine similarity is given in Equation 1.

. A-B
cos_sim(A, B) A< B]’ €))

The cosine similarity score ranges from —1 to 1, with
higher scores indicating greater similarity. The SBERT
embedding from the source text is compared to the em-
beddings of competencies extracted from ESCO. The top
10 most similar ESCO competencies are identified based
on their cosine similarity scores, ensuring a robust align-
ment with standardised competency frameworks.

4 Results and discussion

Using SBERT, we encoded competencies mentioned in
job advertisements, gathered through PES (public em-
ployment services of Slovenia) and mapped them to the
ESCO framework through cosine similarity.

Figure 2 illustrates the most relevant competencies
extracted from job advertisements in Slovenia, specifi-
cally related to the Business and Economics field. These
competencies include a range of management skills, an-
alytical and thinking competences, as well as social and
communication skills. The competencies with the high-
est frequency in job advertisements were management
skills, thinking skills and competences, and communica-
tion, collaboration, and creativity skills. Specific com-
petencies such as project management, accounting, and
human resource management were also prominently fea-
tured, indicating their high demand in the Slovenian job
market.

Aligning the extracted competencies with the ESCO
ontology allowed us to standardise and categorise these
competencies, facilitating a more structured comparison.
The SBERT embeddings allowed us to perform seman-
tic comparisons, indicating potential alignments between
identified competencies from job advertisements and rel-
evant ESCO categories. This alignment process not only
validated the competencies but also provided a clearer un-
derstanding of the specific skills required in the job mar-
ket.

Implications for Academic Syllabi While the primary
focus of this paper is on the methodology for extract-
ing competencies, the implications of these findings are
significant for aligning academic offerings with industry
needs. By understanding the competencies in demand,
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educational institutions can adjust their curricula to bet-
ter prepare students for the labor market. The detailed
extraction and alignment process ensure that the insights
derived are actionable and relevant for academic program
development.

Discussion The use of SBERT for encoding both job
advertisements and ESCO competencies proved to be ef-
fective in capturing the semantic nuances of the compe-
tencies described in various texts. This approach offers
several advantages, including scalability and adaptability
to different fields of study. The high-dimensional embed-
dings generated by SBERT provide a robust foundation
for comparing and aligning competencies, making this
methodology a valuable tool for both academic and in-
dustry stakeholders.

Moreover, the alignment with the ESCO framework
ensures that the competencies are categorised according
to a standardised European classification system, enhanc-
ing the applicability of the findings across different con-
texts and regions. This standardisation is crucial for fa-
cilitating a common understanding of competencies and
supporting the alignment of educational outcomes with
labor market demands.

5 Conclusion

This paper presents a novel methodology for extracting
competencies from job advertisements and academic syl-
labi using Sentence-BERT (SBERT) embeddings, and the
ESCO ontology. We provide a robust framework for iden-
tifying and analysing competencies across various textual
data sources.

The core focus of this methodology is the extraction
of competencies through SBERT and cosine similarity,
enabling precise semantic comparisons and mapping to
the ESCO framework. This approach is versatile and can
be applied across different fields of study, providing de-
tailed insights into the competencies described in both job
adverts and academic syllabi.

While the primary contribution is the methodologi-
cal advancement, its implications extend to aligning aca-
demic offerings with industry needs. By systematically
identifying areas of alignment and gaps, educational in-
stitutions can use these insights to make data-driven ad-
justments to their curricula, ensuring that graduates are
better prepared for the evolving demands of the labor
market. The methodology offers a powerful tool for
enhancing the relevance and responsiveness of educa-
tional programs, contributing to improved alignment be-
tween education and employment, and ultimately bene-
fiting both job seekers and employers.
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