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Abstract
This paper proposes a new method for keypoint detection
in greyscale images. In the beginning, an image is divided
into segments using one of the established methods for the
region image segmentation. The obtained segments are
analysed in order to calculate the suitable number of key-
points. After that, pixels with highest gradients in their
local neighbourhoods are extracted and proclaimed key-
points. The experimental results on real-life images in-
dicate that the method extracts keypoints that adequately
represent the image’s structure.

1 Introduction
One of the major fields in image processing is detection
of local features [1]. Nowadays, there are plenty of lo-
cal feature detectors, which are utilised for many tasks,
such as object recognition [2, 3, 4], image retrieval [5, 6],
and texture recognition [7, 8]. The most basic elements in
raster images that represent their local features are pixels.
However, not all pixels carry an equal amount of infor-
mation about the image structure. Pixels that represent
important image features (e.g., edges and corners) usu-
ally stand out from their local neighbourhood. As they
predominantly define the image structure, they are often
referred to as keypoints (also known as key pixels).

Keypoint detection represents one of the oldest chal-
lenges for image analysis. Morevec proposed a simple
corner detector as far back as 1977 [9]. In practice, how-
ever, it is rarely used due to its sensitivity to noise. The
first widely used feature detector is the Harris corner de-
tector [10], which extracts pixels with lowest auto-cor-
relation values, and proclaims them keypoints. Its main
downside is failing to process image scale changes [1]. In
order to overcome the issues of the early keypoint detec-
tors, Lowe introduced the scale-invariant feature trans-
form (SIFT) [11]. The disadvantage of the approach is
a poor time efficiency [12]. In the years after SIFT was
proposed, numerous methods for keypoint detection were
proposed, such as PCA-SIFT [13], adaptive thinning ap-
proach [14], GLOH [15], and FAST [16]. However, the
real breakthrough in local feature detection was achieved
with the Speeded Up Robust Features algorithm (SURF)
[17] that is based on the approximation of the Hessian
matrix. SURF achieved high time efficiency compared

to SIFT, and, therefore, enabled feature detection in real-
time applications [18]. In order to furtherly improve key-
point detection performance, various machine learning
methods were proposed [19, 20, 21].

Our method performs the detection of keypoints on a
regionally segmented image. Keypoints are detected sep-
arately in each image segment. After that, gradients in
pixels’ local neighborhoods inside the segment are cal-
culated. In the end, pixels with the highest gradients in
separate segments are proclaimed keypoints. The pro-
posed method overcomes the issues of other methods for
keypoint detection. It is fast, invariant to image rotation,
and resistant to noise.

The remainder of the paper is structured as follows.
In Section 2, the proposed method for keypoint detection
based on the image segmentation is described, Section 3
presents the experiments and results, while Section 4 con-
cludes the paper.

2 Keypoint Detection
Let I be a greyscale image, consisting of N pixels. The
main goal of keypoint detection is to select n≪ N pixels
that adequately represent the structure of I . Our method
calculates gradients between the current pixel and the pix-
els in its neighbourhood. This way, the significance of
each pixel is evaluated – the larger gradients in the neigh-
bourhood, the more significant the pixel is. Furthermore,
if the distance between two pixels is larger, the impact on
the evaluation value should be smaller. Size of the ob-
served neighbourhood s is user-specified. The evaluation
value e for the pixel I(y, x) (located in the x-th column
and y-th row) is calculated according to Equation 1.

e =

y+s∑
i=y−s

x+s∑
j=x−s

j ̸=x ∨ i ̸=y

(
|I(y, x)− I(i, j)|√
(x− j)2 + (y − i)2

)
(1)

After all pixels in I are evaluated, n pixels with highest e
values are proclaimed keypoints pki ∈ P k; 1 ≤ i ≤ |P k|.
However, if calculating the evaluations on a raw image,
there is a possibility that pixels with highest evaluation
values are located close to each other, and do not repre-
sent the entire image structure. To solve this problem, I
is divided into regions using one of the established tech-
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niques for region image segmentation (e.g., K-means [22]
or DBSCAN [23]).

In the next step, keypoint detection is performed on
segments S = {Si}; 1 ≤ i ≤ |S| of the obtained image
segmentation. The total number of keypoints n can be ei-
ther user-given or determined using a calculation. A more
convenient user input (instead of n) is the desired rate r
of detected pixels, from which, the number of keypoints
is calculated as n = r ·N . After that, the number of key-
points is calculated for each Si according to its belonging
number of pixels (given in Equation 2).

ni = ⌊r · |Si|⌋ (2)

An analysis of each segment is performed if the num-
ber of keypoints is calculated automatically. The infor-
mation entropy H is calculated for each Si in order to ex-
tract more keypoints in image segments with larger gra-
dients, while still detecting keypoints in segments with
smaller gradients. An automatic calculation of the key-
points’ number ni is performed according to Equation 3.

ni =

{⌊
2H(Si)

m · |Si|
⌋
; 2H(Si)

m ≤ 1

|Si| ; otherwise
(3)

where m represents an arbitrary non-negative factor.
The complete method for keypoint detection is ex-

plained in Algorithm 1. In Line 8, a region segmenta-
tion S is obtained from I . After that, the loop iterates
through all segments Si ∈ S. The number of keypoints
ni is calculated either from a user-provided r (Line 11) or
is determined automatically (Line 13 to Line 17). In Line
20, a loop iterates through all pixels of the current seg-
ment pi,j ∈ Si. The calculation of the pixel evaluation
value ej is performed in Line 21. After all pixels inside
Si are evaluated, the evaluation value vector E is sorted
in a descending order. The final loop in Line 25 iterates
through the first ni pixels with the maximum evaluation
values and adds them to the set of keypoints P k. The fi-
nal result of the algorithm is obtained after all segments
inside S are processed.

3 Results
The results of the proposed method are presented in this
section. Keypoint detection was performed on a variety
of images from the popular image dataset DIV2K [24].
In Figure 1, the comparison of keypoint extraction re-
sults is presented on the image of the famous Taj Mahal
mausoleum according to different input parameters: the
presence of the segmentation step and manual/automatic
determination of r. The automatic calculation yielded the
average value r = 0.06768, therefore, this value was used
also as the manual input. In Figure 1(b), keypoint detec-
tion was performed on a raw image with the manually
provided r. Although the basic image structure is recog-
nisable, some of the important pixels, such as ones on
the edge of the dome, were not detected. Keypoint de-
tection on the segmented I is displayed in Figure 1(c).
The equally distributed rate across segments turns out to
be subpar, as many noisy pixels in the background are

Algorithm 1 Keypoint detection in a greyscale image.

1: function KEYPOINT-DETECTION(I , s, r, m)
2: ▷ I: a greyscale image
3: ▷ s: size of the observed neighbourhood
4: ▷ r: the desired ratio between n and N
5: ▷ m: magn. factor for automatic calculation of ni

6: ▷ Returns: set of the detected keypoints
7: P k ← {}
8: S = ImageSegmentation(I)
9: for i← 1 ... |S| do

10: if IsProvided(r) then
11: ni ← [r · |Si|]
12: else
13: if 2H(Si)

m ≤ 1 then
14: ni ←

⌊
2H(Si)

m · |Si|
⌋

15: else
16: ni ← |Si|
17: end if
18: end if
19: E ← {}
20: for j ← 1 ... |Si| do
21: ej ← EvaluatePixel(pi,j) ▷ Eq. 1
22: E ← E ∪ {ej}
23: end for
24: SortEvaluationsDescending(E)
25: for j ← 1 ... ni do
26: P k ← P k ∪ {Ej}
27: end for
28: end for
29: return P k

30: end function

detected as keypoints. The visually best results are ob-
tained with the segmentation of I and calculation of r
separately for each Si according to its H , as seen in Fig-
ure 1(d). This way, important keypoints, which describe
the structure of I , are extracted.

In Table 1, the results of keypoint detection on se-
lected test images I are collected. Automatic calculation
of r and region segmentation were used in order to obtain
the best results. The extracted rate of pixels r depends
on the properties of a separate image I: Child with a
single-colour background requires only about 4.9% key-
points (Figure 2) while a significantly complex Forest is
adequately represented with more than 21% of the total
number of pixels N (Figure 3).

Table 1: Results of the keypoint detection on the test im-
ages I (resolution, number of extracted key pixels, and
the rate between the number of key pixels and the total
number of pixels).

I Resolution |P k| r
Child 2,040 x 1,368 135,888 0.04869
Forest 2,040 x 1,188 511,050 0.21087

Taj Mahal 2,040 x 1,152 159,057 0.06768
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(a) (b)

(c) (d)

Figure 1: Keypoint detection with different parameters: (a) Original I , (b) P k (no segmentation, manually determined
r), (c) P k (segmentation, manually determined r), (d) P k (segmentation, automatic calculation of r for each Si).

(a) (b)

Figure 2: Child: (a) I , (b) P k.

(a) (b)

Figure 3: Forest: (a) I , (b) P k.
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4 Conclusion
In this paper, a new method for keypoint detection in
greyscale images is introduced. The approach is based
on a region image segmentation. The obtained segments
are analysed using the information entropy metric, which
determines the number of keypoints for each segment.
Lastly, the neighbourhood gradients of pixels inside each
segment are calculated, and the pixels with the highest
gradients are proclaimed keypoints.

The proposed method could serve as an alternative
approach to the established keypoint detectors. A specific
area where the method could be used is the field of im-
age compression, as keypoint detection extracts the most
important image features.
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