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Abstract.

The merit factor problem is a well-known challenge in
combinatorics and signal processing, particularly in de-
signing binary sequences with desirable autocorrelation
properties. In this paper, we build upon the approach,
which utilizes integer partitions to reduce the search
space and prioritize promising regions. We propose a
straightforward recursive algorithm for finding integer
partitions and a new criterion for identifying and ranking
promising search regions. By integrating this criterion
with the dual-step GPU optimizer, we improve upon
all previously published binary sequences for lengths
400 < L < 450.

1 Introduction

In mathematics, an integer partition of a non-negative in-
teger n is expressed as a sum of positive integers, where
the order of the summands does not matter. By conven-
tion, the number zero has exactly one partition: the empty
sum. Since partitions are considered equivalent if they
differ only in the ordering of summands, each partition
is typically represented as a non-increasing series. For
instance, the partition 2 + 1 can be denoted by the tu-
ple (2, 1). This representation is beneficial for algorithms
that exhaustively enumerate all partitions of a given num-
ber. An integer partition is restricted if there is a con-
straint that no partition part is larger than a specified num-
ber (and also not smaller, in the case of a doubly restricted
partition) [1]. The Ferrers diagrams for all three parti-
tions of n = 3 are shown in Figure 1. The total number
of partitions of an integer n is given by the partition func-
tion p(n), for which no closed-form expression is known.
Values of p(n) for n < 49 can be found in [2].
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Figure 1: The Ferrers diagrams of the partitions for n = 3.
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The merit factor problem is a well-known problem
in combinatorics and signal processing, particularly
in designing binary sequences with desirable au-
tocorrelation properties.  Given a binary sequence
S(L) = {si1,82,...,8.}, of length L, where each
s;i € {-1,+41},i=1,2,..., L, the aperiodic autocorre-
lation function C), at shift k is defined as:

L—k
Co=> si-sizr, k=12....L—-1. ()
i=1

The merit factor [3] measures the “goodness” of the se-
quence in terms of how small the sidelobes (non-zero-
shift autocorrelations) are. For a given sequence .5, the

energy of a sequence is defined as F(S) = ]f;ll C3.
The merit factor is then defined as:
L2

F(S)= ———. 2

The optimization goal of the problem is to find a binary
sequence S™* that has the maximum possible merit factor
F(S) for a given length L and can be formally defined
as:

S* = argmax F(S). 3)
Se{-1,1}L
Despite its simple formulation, the problem is hard and
open for general L. It involves a combinatorial search
over 2% possible sequences.

In global navigation satellite systems (GNSS),
sequences with low autocorrelation are essential; when
combined with additional properties, they are referred to
as spreading codes [4]. For example, the GPS L1 C/A
signal employs a family of 63 unique spreading codes,
each of length 1023 [4]. Such codes are also valuable in
low-earth orbit (LEO) satellite applications [5].

In this paper, we build upon the approach of [6],
which uses integer partitions to reduce the search space
and prioritize promising regions in the merit factor
problem. Furthermore, we incorporate the dual-step
optimization method from [7] to discover new binary
sequences for all lengths 400 < L < 450.

The paper is organized as follows. Section 2 reviews
the related work. Section 3 presents the proposed al-
gorithm and introduces a new criterion for prioritizing
promising search regions. Section 4 discusses the exper-
imental results, and Section 5 concludes the paper.



2 Related work

Several algorithms for generating integer partitions
have been proposed in the literature. In [8], the au-
thors introduced an approach for generating restricted
integer partitions, leveraging the observation that, in
anti-lexicographic order, each partition can be derived
from the previous one by decrementing the rightmost
part greater than 1 and redistributing the remaining
value as early as possible. Any algorithm for generating
restricted partitions can naturally be adapted to produce
unrestricted ones. In [1], the authors presented an
algorithm capable of producing partitions with constant
average delay. Average delay is defined as the total time
required to generate all partitions divided by the total
number of partitions. An algorithm is said to have a
constant average delay if this ratio remains bounded by
a constant for any given n. This property is desirable in
combinatorial generation algorithms because it ensures
predictable performance — the time to generate each item
does not grow with the size of the input, even if the
total number of items does. The comparison of some
well-known algorithms is given in [1].

To find optimal binary sequences, the authors in [9]
presented an algorithm based on the branch and bound
method, which systematically explores the set of all so-
lutions. To reduce the size of the search space, they fixed
the m leftmost and rightmost elements of the sequence
based on the considered symmetries. The values C}, in
Eq. (1) remain unchanged if the sign of each element in
the sequence is flipped (multiplied by —1) or if the se-
quence is reversed. The energy of the sequence remains
unchanged in such cases [10]. If every second element
of the sequence is complemented, the correlations with
odd indices k£ remain unchanged, while the correlations
with even indices only change their sign. Therefore, with
the exception of a small number of symmetric sequences,
sequences of length 2V are grouped into eight mutually
equivalent classes, called symmetries. The merit factor
problem was solved for L < 66 in [10] with the state-of-
the-art algorithm, where the authors estimated that com-
puting the solution for L = 66 on a machine with 248
CPU cores would hypothetically take approximately 55
days. This approach quickly becomes intractable, so for
longer sequences, stochastic methods that yield good so-
lutions are used [11, 12, 7]. It must be noted that con-
struction methods can be used to construct non-optimal
sequences with a certain quality in a very short time. As
shown in [13, 14], this approach is suitable for longer
sequences with a merit factor value of around 6.3421 or
6.4382.

Due to the exponential growth of the problem’s
search space, reducing it can be highly beneficial.
A skew-symmetric sequence [15], of odd-length
L = 2k + 1, must satisfy:

steryi = (1) s, 1=12 ..k @)

This constraint reduces the search space to roughly 2(%/2)
and ensures that C(S) = 0 for all odd values of k. As
a result, the merit factor value increases. However, it is
important to note that a skew-symmetric solution is not
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necessarily optimal for every length. For lengths L < 66,
only 22 optimal sequences are also skew-symmetric [10].

In [6], the authors introduced the use of integer parti-
tions (also called restriction classes) to further reduce the
search space to approximately 2/2—" by fixing the first
n elements. These elements are selected based on integer
partitions of length n, while the subsequent £ — n + 1
elements are not fixed. The remaining %k elements are
then set using the skew-symmetry rule, as illustrated in
Eq. (9).

For a given value of n, the search can, in the-
ory, be parallelized into p(n) covering subsets, or
on=3 4 gln/2]=2+(nmod2) non_covering subsets, by
exploiting the aforementioned symmetries [6]. Since
exhaustive search is inapplicable for large values of
L, the authors proposed potentials and normalized
potentials of partitions. These allow the partitions to
be ordered and enable the prioritization of promising
regions of the search space. The potential of a partition
is calculated by partitioning the sequence, setting the
center L — (2 - n) elements to 0 (which is the neutral
value), and calculating the energy of the resulting
sequence. Normalized potential is a modified version
of the potential that reduces the weight of shared Cf
values of the restriction class, by halving them. Let
g be the number of parts (summands) of a partition.
In [6], the authors used exhaustive search to compute
all potentials and normalized potentials of partitions for
38 < n < 115 and selected values of g € {4,...,12}.
They also provided a list of sequences with lengths in the
range 225 < L < 527, achieving merit factor ' > 7.0.
Building on this, authors in [7] introduced a parallel GPU
implementation and incorporated a second optimization
step to enhance the results for longer sequences further.

S(L) = s182...5n
—_—

n

Sn+15n+2 - - Sk (5)
—_——
k—n+1

Sk+1Sk+2---SL
~—_— ————

L—k
3 Partitioning the binary sequences

To identify binary sequences with high merit factors, we
first need to partition them in order to reduce the search
space, as exhaustive search becomes infeasible for large
values of L. To achieve this, we require an efficient
method for generating all integer partitions of a given
number n. For this purpose, we propose Algorithm 1,
which is derived from the approaches described in [8, 1].
This straightforward recursive backtracking algorithm
exhaustively generates all unrestricted integer partitions
of n in anti-lexicographic order, using the standard tuple
representation. The algorithm exploits the fact that the
next partition can be obtained from the previous one by
decrementing the rightmost part greater than 1 and redis-
tributing the remaining value as early as possible [1]. For
example, the partition that follows (4, 3,1) is (4, 2, 2).
The authors in [6] fixed approximately 15% inital el-
ements of the binary sequence using integer partitions.



Algorithm 1 Recursive backtracking algorithm to gen-
erate all unrestricted partitions for a given n in anti-
lexiographical order.

1: function PARTITIONS(n)

2: results <— empty
3: function BACKTRACK(left, path, start)
4 if length(path) = n then
5 if left = O then
6: append copy of path to results
7 end if
8 return
9: end if
10: for i «+ min(left, start) to 0 step —1 do
11: append ¢ to path
12: BACKTRACK(left — i, path, )
13: remove last element from path
14: end for
15: end function
16: BACKTRACK(n, empty list, n)
17: return results

18: end function

Following their approach, we implemented the proposed
algorithm in C++ and evaluated all integer partitions for
40 < n < 80, as our target sequence lengths lie in the
interval 400 < L < 450. We then calculated the poten-
tial and normalized potential for each partitioned binary
sequence. It is important to note that we did not restrict
the values of g in the evaluated partitions; g was allowed
to take any value in the interval {1,...,n}.

To verify the correctness of our approach, we com-
puted the number of partitions for selected values of n
found by Algorithm 1 and compared the results with the
known values of the partition function p(n). Addition-
ally, we validated the computed optimal potentials and
normalized optimal potentials against the reference val-
ues reported in [6] for various combinations of n and g.
As an illustration, Table 1 lists selected partitions that
have the minimal normalized potential for given values
of n.

Table 1: Partitions with minimal normalized potential for se-
lected values of n.

Partition n  Norm. potential
1175231 41 613
10 9 53 32 22 44 724
92 53 36 51 851

In [7], the authors employed normalized potentials to
prioritize regions of the search space; however, this strat-
egy may not yield optimal results. To investigate this,
we conducted an experiment in which we executed the
self-avoiding walk 100 times from the first step of the
dual-step optimization proposed in [7], for L = 445. We
recorded the average energy of the runs. As shown in
Table 2, the partition with the lower optimal normalized
potential, which is the one with minimal possible normal-
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Table 2: The average energy of 100 self-avoiding walks for L =
445 of a given partition using the suggested parameters in [7].

Partition Norn?. Avg,

potential energy
112 5% 37 13 1213 19394
2011 976 42 2 8 2077 19012

ized potential for n = 63, performed worse on average
compared to the alternative partition with a higher nor-
malized potential. This suggests that for larger values of
n, the number of parts g may have a greater impact on
performance. Notably, the authors in [6] limited g, but
this constraint might possibly exclude promising parti-
tions (i.e., search regions). This observation indicates that
normalized potential alone may not be a reliable measure
of partition quality. As an alternative, we propose ranking
partitions based on the average energy of self-avoiding
walks on the partitioned sequence. However, since com-
puting self-avoiding walks for every partition is imprac-
tical, we instead selected the first few partitions with the
lowest potential and normalized potential, for each n, to
be evaluated.

4 Results

Using partitions and dual-step optimization [7], we im-
proved all results for skew-symmetric sequences within
just a few hours. Since skew-symmetric sequences are of
odd length, we applied sequence operators to extend these
improvements to even-length sequences as well, subse-
quently reintroducing them into the second optimization
step as suggested in [7]. This approach enabled a compre-
hensive enhancement across both odd- and even-length
sequences.

The improvements we achieved over the previously
best-reported merit factors are shown in Figure 2. We
improved the merit factor values for all fifty sequences in
the interval 400 < L < 450, and these binary sequences
currently represent the best-known results in the litera-
ture.

For five selected values of L, previous best-known
merit factor values [6] and new binary sequences are pre-
sented in Table 3 by using hexadecimal coding. Each
hexadecimal digit is presented with a binary string: 0 =
0000, 1 = 0001, ..., F' = 1111. Therefore, it is necessary
to remove the leading 0 values to obtain the correct length
of the binary sequence. To get the the sequence values,
each 0 of the binary string should be converted to —1.
The highest merit factor was found for L = 433 reaching
7.8016. This result represents a significant improvement
over the previous record of 7.0548 for the same length, as
reported in [6].

5 Conclusion

In this paper, we introduced a straightforward recursive
backtracking algorithm that enumerates all integer parti-
tions of n in anti-lexicographic order. Through an exper-
iment on L = 445 we demonstrated that the lowest nor-



Table 3: New binary sequences for selected lengths L in the range 400 < L < 450, along with their merit factor values, compared

to the previously best-known merit factor values reported in [6].

L  Our F' Previous F' [6] Binary sequence
405  7.5199 7.0908 1£ffffc001£f027b0de 1b819e63ec6efb27696bc93cecdad8fc2d49¢c1cc4d38d078
76314c6c52659a91a5¢cb162b55aaad55555
422 7.5981 7.0584 3ffffe0003fe00bc27843c21e32c6b26e4a5celecc99b324123¢99¢cb72¢73399¢cc
€96c87c6e73e4f36974b45a74bd56ab5556aaaaa
433 7.8016 7.0548 1ffffffe0007f00fc0fc31998de3697849¢c6c99e30f1e31ec3931a1b392¢5b25b4
b2598c6d8e978725c999b2d4ad4ab556aaa5555555
441 7.4823 7.2546 1fffffe000ft83e09f878d3f287b624192dc6c6613d8313619¢6327336326d9a73
b29d3a66c6dc394e27168353c96958a52954aaa555555
450  7.3577 7.0152 L0018 1f0c38d8167a4419338633f09¢0cd9a5al 64fc4e49cd8ededdeTal
e19cca58b532693394ee16749¢c92cb5a955aab5555555
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Figure 2: Merit factor values for binary sequences of lengths
400 < L < 450 and the previous best-known values reported
by Dimitrov [6].

malized potential might not necessary be the best mea-
sure to prioritize promising regions the search space. We
suggested a new criteria for prioritizing promising search
regions (partitions). By combining the new criterion with
the dual-step GPU optimizer we improved all previously
published binary sequences of all lengths in the interval
400 < L < 450.

As the search space grows increasingly complex
with larger L, further progress likely demands a different
class of optimization methods. Future work will need to
explore alternative strategies, such as machine learning-
guided search, or hybrid approaches that combine global
exploration with local refinement. These more adaptive
techniques show promise in navigating the growingly
complex search space and pushing merit factors beyond
current limits for larger L.
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